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ANeural networks as function approximators

Alssues with reinforcement learning and Deep Neural Networks
ADeepMind and AlphaGo



What Is reinforcement learning?



Types of Machine Learning

Supervised Learning:

Starts with a dataset of known examples.
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QuoOorum Types of Machine Learning

Unsupervised Learning:

Starts with a dataset where the categories might not be
known and looks for patterns / similarities / clusters which
may be of interest.
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For example, customer segmentation or fraud investigation




Types of Machine Learning

Reinforcement Learning:

Is based on an agent interacting with the environment, and
getting feedback in the form of a reward mechanism.
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All training should be reward based. Giving your dog something they really

like such as food, toys or praise when they show a particular behaviour
means that they are more likely to do it again.

RSPCA Website
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state reward action
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AA reward Ris a scalar feedback signal

Alndicates the value of carrying out step t

Kill John Connor (+10,000)
Getting to destination (+100)
Falling over-60)

Taking a step-{)

Money won or lost; Win (+1) or LossX)
e.g. poker or stock market
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The Agent generally has the following components:

AModel ¢ the agents representation of the environment
APolicyc how the agent behaves

AValue function; estimate of how good a state or
action is




=HQUOI’um Model

AEnvironment state is the environments private representation
AOften not visible
AModel is a representation of the environment state through observation
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Almost all reinforcement learning algorithms involve estimating value
functions that estimate how good it is for the agent to be in a given state

XU0KS Y2ad AYLRZNIUFY(G O2YLRYSyld 27
algorithms we consider is a method for efficiently estimating values
(Sutton, 2017)
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A sample value function for chess might be the estimated chance of winnii
from that position.

Chess Policy

From each state, calculate all legal moves
For each possible move, move to state
with highest value function.

OR from each state pick the move with the
highest action value.

This is the optimal policy.
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1. Accurately estimating the value function is critical for reinforcement
learning

But how do we do that?



=.Q uorum Technique X Monte Carlo Learning

APlay a large number of games at random.

ARecord how many times each state is seen, and how many games were won fi
that state (or action). This lets us know the estimated value function.

AThis is the evaluation step for the random policy
Action values State values

X O
X

41% win rate from here
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..Q uorum Now use MonteCarlo Control
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of the value predicted by the previous policy.

ARecord how many times each state is seen, and how many games were
from that state

X

100% win rate from here

O
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AHowever, by only picking the best moves (greedy) we sometimes miss
possible moves that might be better.

ASo need to introduce an element of exploration.

Ae-greedy learning works as follows:

AWith probability (1) make a greedy move
AWith probability move at random.

A is often reduced as the number of episodes increastss is guaranteed
to converge to the optimal policy.
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APolicy evaluation / policy improvement is the core concept of
reinforcement learning

ABYy acting greedily with respect to the value function we can create a new
Improved policy.

Alterating this process will trend towards the optimal policy

Policy
evaluatio




Problems with large state spaces



B ~uorum

' YVTF2NLdzy GSf @ Y2ad dzaSFTdzZ LINROEfSY
AChess has 10747 states
AGo has 107170 states.

AHow many states to record every possible scenario for a driverless car ot
Terminator robot?

So we need some form of function approximator.



Neural networks as value approximators
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ASame principles as tlac-toe
APlay a number of games at random

ASample states (or state / action pairs) from the games, the reward that
these states led to, discounted by the number of steps

AUse these samples to feed into the neural network for training

ANow repeat the process, but instead of random play, use the neural
network to predict the best moves. Pick some moves at randegrdedy)
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Deep Neural Networks (DNNs) would appear to be a great candidate for a
value function approximator. However, these can suffer from the following

causes of instability:

Acorrelations present in the sequence of observations

Asmall updates to actiomalues estimates (Q) may significantly change the
policy
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ADeepmindpaper from 2015

ATaught a deep neural network to play Atari games, such as Breakout and
Kung Fu Master

AAchieved above human level in over half of the gaqigssome cases
supernuman performance (e.greakou.

AThe network was trained using a technique based daapning

but introduced two important concepts:
A Experience replay
A Target Q network



https://youtu.be/TmPfTpjtdgg

Convolution Convolution Fully connected Fully connected
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No input |

Source: Humadttevel control through deep reinforcement learninjature, 518. https://doi.org/10.1038hature14236



Experience Replay and target Q network

/

action

A

reward R

. Random samples
Environment To learn new policy

State
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= QUOrum Effect of Target Q and Experience Replay
Game \nfith replay, _With replay, Wi’fhout replay, V‘{ithout replay,
with target Q without target Q with target Q without target Q
Breakout 316.8 240.7 10.2 3.2
Enduro 1006.3 831.4 141.9 29.1
River Raid 7446.6 4102.8 2867.7 1453.0
Seaquest 2894 .4 822.6 1003.0 275.8
Space Invaders 1088.9 826.3 373.2 302.0
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Alnitially trained on a database of expert human games
AThen self play
AAfter months of training beat Lee Sedol

AAlphaGoZeravas trained from completely random play
AWithin 36 hours of training AlphaZero besiphaGolLed 00-0
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oEach time you put knowledge into a system yc
are actually handicappingst

David Silver (Silver, 2015)



B ~uorum

5 S S LJa AlghRGbZerproject applied the following principles

Aonly uses the raw board position as input features

Ause a simple Mont&€arlo Tree Search (MCTS) to evaluate positions and
sample moves

Aresidual neural network architecture
Aduatheaded network



GLIOT LI Monte-Carlo tree search

SourceMasteringthe game of Go without human knowledd#tps://doi.org/doi:10.1038/nature24270



